Detection and Classification of Refrigeration Units in a Commercial Environment: Comparing Neural Networks to Unsupervised Clustering
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Abstract—Non-intrusive load monitoring aims to estimate the power consumption of individual appliances from a single meter. Several methods have been proposed to solve this blind source separation problem, such as clustering, hidden Markov models, or neural networks. We present two approaches for detecting and classifying refrigeration units in a commercial environment. The first one is based on unsupervised event detection and the second on neural networks with convolutional layers. We show that both approaches can accurately recognize power cycles of refrigeration units. The extracted cycles can then be used to reduce total energy consumption or for predictive maintenance by identifying units with an increased risk of failure.

I. INTRODUCTION

Non-intrusive load monitoring (NILM) [1], also known as energy disaggregation, is a blind source separation problem where the goal is to estimate the power consumption of individual appliances from a single meter which measures the combined consumption of several appliances. Common use cases include helping users to reduce their energy consumption, detecting faulty appliances as part of predictive maintenance, or investigating appliance usage.

The methods that have been proposed for energy disaggregation can be broadly separated in two categories: methods for high-frequency NILM (sampling at 1 kHz or above) and methods for low-frequency NILM (sampling around 1 Hz or below). Techniques developed for energy data sampled above 1 kHz are typically based on features extracted from high order harmonics and provide relatively accurate disaggregation results [2]. However, the hardware required to monitor power consumption at such high frequencies is also more expensive. Tools to monitor aggregated power at around 1 Hz are much cheaper and can be quickly installed. But low-frequency NILM is also more challenging as less information is available due to the lower sampling rate. Depending on the characteristics of the monitored appliances, it is sometimes difficult to detect transitions between different power levels. For instance, refrigeration units typically show a very short spike with a large amplitude when transitioning from the inactive state to the active state. As the spike is usually shorter than 1 second it can be completely missed by the monitoring hardware. Nonetheless, numerous machine learning approaches have been proposed over the years to tackle low-frequency NILM [3]. The large majority of methods relied on hand-engineered features. Typical examples include clustering [1], integer programming [4], factorial hidden Markov models [5]–[8], sparse coding [9], [10], or multi-label classification [11]. Recently, after improving several image processing benchmarks, neural networks were applied for energy disaggregation. In particular, architectures such as recurrent neural networks [12] and autoencoders [13] were applied to this problem. Convolutional neural networks were also used to predict a single point from a sequence [14] and to classify appliances [15].

In this paper, we investigate and compare two approaches for energy disaggregation of refrigeration units: an unsupervised method based on event detection and an approach using neural networks to predict power consumption. We show that both approaches are applicable to detect and classify refrigeration units and estimate their power cycles. We also discuss their respective advantages and drawbacks.

II. METHODS

A. Dataset

The dataset used in this study was obtained from a commercial sandwich shop. Five refrigeration units were operating simultaneously along with other devices during opening hours. Focusing mainly on refrigeration, only night-time signals were used ensuring only these units were seen in the aggregated power. A total of 37 nights, 8 hours each, were thus used. The aggregated power was obtained at 1 Hz from a mains clamp and reference power for three of the refrigeration units were obtained from individual power meters. The meters for the two other units were defective and recorded only noise. The monitored units consisted of a display cabinet, an under counter fridge, and an upright fridge. The 37 nights were split into a training set of 24 nights and a test set of 13 nights.

B. Unsupervised Event Detection

The algorithm flow chart is shown in Figure 1. The aggregated power signal is first filtered with a median filter of order 15 to remove noise and sharp peaks. An event detection is then performed using successive signal partitioning based
on root mean squared residual error. When the residual stops improving by a certain threshold, the detection stops and the change points are returned. These points correspond to the start (positive change) and stop (negative change) of a refrigeration cycle. The magnitude of the change is computed and change points outside of the range specified by thresholds $th_1$ and $th_2$ are rejected. The magnitudes of all the rising edges are then divided by those of the falling edges to obtain the edge ratios. Based on this parameter, a Davies-Bouldin evaluation of optimal number of clusters is performed [16]. Briefly, this is a criterion that ensures a large inter-class and a low intra-class separation of clusters based on the distance measure (Euclidean in this case). Each rising edge is assigned to a cluster by agglomerative clustering, which is a bottom up hierarchical clustering technique. Euclidean distance was used with Ward linkage, providing minimum intra-cluster variance. If the number of refrigeration units is known and the number of clusters evaluated by the Davies-Bouldin criterion are not the same, the algorithm provides a cluster correction by merging points from extra clusters with the nearest cluster according to Euclidean distance. Finally, to complete the refrigeration cycles, an iterative search is performed starting from the last rising edge and backwards. This strategy looks at consecutive rising edges from the same cluster and finds the closest matching falling edge based on the edge ratios. This implicitly means that no refrigeration unit can start a cycle without having finished a previous one.

C. Neural Networks

We selected a feedforward neural network architecture similar to the one presented in [14]. Namely, the aggregated power signal is windowed and each window is used to estimate the consumption signal of a refrigeration unit at the center point. As a single output is estimated for each window, transitions and edges are better preserved compared to an approach estimating the whole window. However, it incurs a higher computational load. The window size is set to 4096 samples (corresponding to approximately 1 hour and 8 minutes) and successive windows are shifted by one sample. The neural network is composed of four one-dimensional convolutional layers followed by two dense layers with 1024 units. The ReLU activation is used in all layers. Each convolutional layer uses a kernel of size 5, halves the window size with max pooling of stride 2, and doubles the number of channels starting from 8 channels. Dropout is used during training before each dense layer with a rate of 0.5 [17]. A final dense linear layer outputs an estimate for the point in the middle of the input window. The full architecture is given in Table I.

Before feeding the aggregated power signal to the neural network, it is filtered with a median filter of size 15 to remove spikes caused by refrigeration unit activations. This step is necessary as these spikes are sometimes missing due to the low sampling rate. In addition, both the aggregated power signal and the reference power consumption signal were centered and scaled with their mean and standard deviation computed over the training set to facilitate training.

Three sets of network parameters were trained for 50 epochs by minimizing the mean squared error (MSE) between the predicted consumption and the reference for the three refrigeration units. The minimization was performed using stochastic gradient descent (SGD) with a learning rate of 0.002, a momentum of 0.2, and a mini-batch size of 100. Furthermore, when the MSE did not improve for two consecutive epochs, the learning rate was divided by two. This resulted in three different neural networks sharing the same architecture for the three considered refrigeration units.

D. Validation

To validate the approach based on unsupervised event detection, each cluster is assigned a label based on the magnitude of the rising edge. Then, the clusters are compared to the reference refrigeration signals for every detected rising edge. A confusion matrix is built and the precision and recall are calculated for each refrigeration unit. In terms of detection, cycles are compared to the reference by checking the onset and end of a cycle for both aggregated power and reference power. If both the detected falling and rising edges fall within 10 seconds of the reference, the detection is validated. The result is reported as a detection accuracy value, which is the sum of all correctly detected cycles divided by the total number of detected cycles.

The neural network approach is validated similarly. However, as the network yields an estimated signal, it is necessary to extract cycles. Since the estimations include a significant amount of jitter, a total variation filter is applied to the

---

**Table I: Neural Network Architecture for Predicting the Power Consumption of Refrigeration Units**

<table>
<thead>
<tr>
<th>Layer Type</th>
<th>Output Dimensions (Samples × Channels)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Input window</td>
<td>$4096 \times 1$</td>
</tr>
<tr>
<td>Convolutional 1</td>
<td>$2048 \times 8$</td>
</tr>
<tr>
<td>Convolutional 2</td>
<td>$1024 \times 16$</td>
</tr>
<tr>
<td>Convolutional 3</td>
<td>$512 \times 32$</td>
</tr>
<tr>
<td>Convolutional 4</td>
<td>$256 \times 64$</td>
</tr>
<tr>
<td>Dense layer 1</td>
<td>$1024 \times 1$</td>
</tr>
<tr>
<td>Dense layer 2</td>
<td>$1024 \times 1$</td>
</tr>
<tr>
<td>Output linear</td>
<td>$1 \times 1$</td>
</tr>
</tbody>
</table>
output of the network to remove the noise. Then, the $k$-means algorithm is applied to obtain two clusters for the predicted values when the refrigeration unit is active and inactive. Taking the mean of the two cluster centers yields a threshold to detect cycles. Once the cycles are extracted from the predicted signal, they are compared to the reference as for unsupervised event detection. Since the 10-seconds window between detected and reference cycles was sometimes too restrictive for the neural network approach, we also computed the precision and recall for a 5-minutes window. Furthermore, the performance of the neural network was also assessed in terms of mean absolute error and relative error in total energy (RETE) [12], i.e.,

$$\text{RETE} = \frac{|E - \hat{E}|}{\max(E, \hat{E})},$$

where $E$ and $\hat{E}$ are the reference and predicted energy consumptions.

III. RESULTS

First, typical power consumption from the three considered refrigeration units are illustrated in Figures 2, 3, and 4 for three nights from the test set. Each figure shows the aggregated power signal in the top plot and the reference power consumption in the bottom plot for one night. Furthermore, the predicted power consumption signals obtained with the neural networks for the three refrigeration units are shown alongside the references. The beginning and the end values are missing for the predictions as a complete window is required to predict the center point.

All three refrigeration units exhibited periodic cycles between active and inactive states. However, the cycle lengths and power consumption levels in the active state were different. In particular, the display cabinet had the shortest cycle length (Figure 2) and the upright fridge the longest (Figure 4). The predictions appear to be close to the references for the display cabinet and the under counter fridge. By contrast, the prediction for the upright fridge does not seem as accurate, particularly in terms of power consumption. Nonetheless, the cycles are still identified. The qualitative difference between the neural networks for the first two refrigeration units and the neural network for the last one might be linked to the long cycle length of the upright fridge. Indeed, the selected window size might be insufficient with respect to a cycle length of around 2 hours. Regardless, it was still possible to reliably extract cycles from the predictions obtained with the neural networks.

The detection accuracy of the approach based on unsupervised event detection for full refrigeration cycles was 94%. The mean precision and recall values by refrigeration unit are shown in Table II for both approaches. The unsupervised approach outperforms the neural network approach for the three refrigeration units with the default tolerance window of 10 seconds. In particular, the neural network for the upright
fridge only yielded a precision and recall around 15%. As the neural networks were not able to obtain accurate start and end times for the active states in some cases, the precision and recall were also computed with a longer tolerance window of 5 minutes. The resulting values are shown in parentheses in Table II for the neural networks. In this case, the results are much better as both precision and recall are above 97% for the display cabinet and the under counter fridge and above 90% for the upright fridge. In some applications such as predictive maintenance, the longer tolerance window might not be a problem as a 5-minutes error can be considered negligible with respect to a cycle length above 1 hour. Finally, the mean absolute errors of the neural networks were 11.15, 8.33, and 23.08 for the display cabinet, the under counter fridge, and the upright fridge respectively.

### IV. Discussion

The two proposed approaches to detect and classify refrigeration units achieve good precision and recall on the dataset presented in this paper. Nonetheless, the approach based on neural network requires a longer tolerance window of 5 minutes. The start and end time of cycles are not estimated with sufficient accuracy to yield good precision and recall with a shorter window of 10 seconds. Although the reduced performance with shorter tolerance is an issue, it might not be a concern for specific applications. Indeed, an error of 5 minutes for a power cycle of 1 hour or more can be considered negligible. Furthermore, the dataset used in this study is relatively small with only 37 nights of 8 hours. The performance of neural networks has been shown to improve with additional training data in various tasks. We expect that a similar improvement will be observed for this task with more data. In particular, the neural network approach might be able to take into account interfering appliances active during daytime. It is also worth mentioning that we used the same input window size for all refrigeration units to have a general model. Tuning the window to a specific unit might also help to improve accuracy. In particular, the upright fridge presented above has very long cycles and the selected window size might be a suboptimal.

As mentioned above, the main limitation of the approach based on neural networks is the size of our dataset. But based on results obtained in other fields, we expect that more data will increase the detection accuracy of refrigeration units. We also need to train a network for each unit which can be time-consuming. Consequently, the approach based on unsupervised event detection is probably more appropriate for small datasets at the cost of power consumption prediction. Indeed, this approach can detect power cycles but not estimate the power consumed by a unit over time.
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